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Spatio-Temporal Coding for
Wireless Communication

Gregory G. RaleighMember, IEEE and John M. Cioffi,Fellow, IEEE

Abstract—Multipath signal propagation has long been viewed linear MMSE vector transmission and reception filters for
as an impairment to reliable communication in wireless channels. A7 x A7 channels with no excess bandwidth. More recent work
This paper shows that the presence of multipath greatly improves  , \jMO equalizers includes the linear equalizer with excess
achievable data rate if the appropriate communication structure bandwidth and the decision feedback i 51_[7
is employed. A compact model is developed for the multiple-input an W'. an € decision ree ac. equa'z?r [_]_[ I
multiple-output (MIMO) dispersive spatially selective wireless ~ Consider the problem of communication with linear mod-
communication channel. The multivariate information capacity ulation in a frequency-dispersive spatially selective wireless
is analyzed. For high signal-to-noise ratio (SNR) conditions, the channelH composed ofMy transmission antennas addg
N}'Mo channel can ﬁXh'.b't a Capa.‘c'tyls"’p?‘ in bits per d‘?c'ﬁe' reception antennas with additive noise. What is the impact
of power increase that is proportional to the minimum of the : . . ) . :
number multipath components, the number of input antennas, or of muItlp_ath.on the information capacn_y of the d_lscrete time
the number of output antennas. This desirable result is contrasted COMmunication channel? How do various multiple antenna
with the lower capacity slope of the well-studied case with multi- structures influence channel capacity? Is it possible to con-
ple antennas at only one side of the radio link. A spatio-temporal struct multiple antenna coding systems that benefit from the
Ve‘:tor'co‘?'”g (ﬁ.TV.C) Cl\jl’lr":ﬂrg“”'hca“onl structure |_I§hsuggest|ed_as inherent properties of severe multipath channels? This paper
a means 1or achieving channe capaC|ty. e comp eX|ty . . . . . .
of STVC motivates a more practical reduced-complexity discrete is a first attempt to answer the_se _questlo!'ls fpr time-invariant
matrix multitone (DMMT) space—frequency coding approach. Cchannels such as those that exist in certain wireless local loop
Both of these structures are shown to be asymptotically optimum. applications. Time-varying channels are treated in [8] and [9].
An adaptive-lattice trellis-coding technique is suggested as a A compact MIMO channel model is developed in Section
method for coding across the space and frequency dimensions); e then explore the theoretical information capacity limits
that exist in the DMMT channel. Experimental examples that of the MIMO channel in Section lll. We find that multipath
support the theoretical results are presented. . . X : P v

) ) ) ] substantially improves capacity for the MIMO case. Specifi-

Index Terms—Adaptive arrays, adaptive coding, adaptive mod- 5y, if the number of multipath components exceeds a certain
ulation, antenna arrays, broad-band communication, channel | then the ch I ity sl in bit decibel of
coding, digital modulation, information rates, MIMO systems, value, . en the channe Capa‘?'y slope In DIts per decibel o
multipath channels. power increase can be proportional to the number of antennas

located at both the input and output of the channel. This
I INTRODUCTION highly d_eswablg result is contrasted with the_more conventional
) .. . case with multiple antennas on only one side of the channel.

I HE SYSTEMATIC study of reliable communication in 5 gpatio-temporal vector coding (STVC) structure for burst

linear channels was initiated by the work of Shannop,nsmission is suggested as a theoretical means for achieving

in 1948 [1]. The information capacity of certain multiplegpacity. The high complexity of the STVC structure motivates

input multiple-output (MIMO) channels with memory was; more practical reduced-complexity discrete matrix multitone
derived by Brandenburg and Wyner [2]. Recent work byvmT) space—frequency coding structure which is analyzed
Cheng and Verdu [3] derives the capacity region for mokg section Iv. Both STVC and DMMT are shown to achieve
general multiaccess MIMO channels. The problem of joiffie trye channel capacity as the burst duration increases.
optimization of a multivariate transmitter—receiver pair 9, section Vv, an adaptive-lattice trellis-coding technique is
minimize the mean-square error criteria (MMSE) has gaingdlgested as a practical method for coding across space and
considerable attention. One of the earliest contributions to t'?h%quency dimensions in the DMMT channel. Experimental
problem was made by Salz [4], who developed the optimugyamples that support the theoretical results are then reported
in Section VI.
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q Synchronous complex baseband sampling with symbol pe-
/72/;“ riod 7" is assumed for the receiver. We defingand (v + 1)
Paths = to be the maximum lag and length over afior the sampled
@, B pulse function sequencdg(nT — 1;)}. To simplify notation,
ST e \ Subscriber L . k .
- g el Terminal it is assumed thakg = 0, and the discrete-time notation
s il @ , e g(nT — 1) = gi(n) is adopted.

nonzero output samples result, beginning at time sample

mJ B ?,4 a When a block of N data symbols are transmitted] + »/

1 noo'c k — N + 1 and ending with samplé + ». The composite
- nnaoj hannel output be writt | tor with all
Radio Hub Rl channel output can now be written as a column vector with a
time samples for a given receive antenna appearing in order
Fig. 1. lllustration of the physical wireless channel. so thatz(k) = [z1 (k= N+1) -z (k+v) - wpe(b— N+
1) -+ zpp (k+1)]F, with an identical stacking for the output
II. MIMO CHANNEL MODEL noise sampleﬁ( ). The input symbol vector is writtea(k) =
Wireless communication channels are often characterizedBy(k = N +1) - z1(k) - zai (k= N 41) -+ 201, (K)]". The

severe multipath [13], [14]. The transmitted signal propagat&Batio- temporal channel may then be expressed as a vector
along L multiple paths created by reflection and scatteringduation

from physical objects in the terrain as illustrated in Fig. 1. (k)
We derive a far field signal model for linearly modulated

digital communication for a system withi/; transmitting where the MIMO channel matrix is composed(df + /) x N
antennas andV/x receiving antennas. In all that follows,single-input single-output (SISO) subblocks

complex valued baseband signal models are used. The implicit

= Hz(k) + n(k) (1)

assumption is that a radio frequency carrier upconverts the H,; - Hn;

baseband communication signal which is transmitted over the H = : : € CWN+») MrxN-Mz
air and then coherently demodulated back to baseband at the H H

receiver. Mz, Ma, Mz

Considering the propagation geometry for flie propaga- with each subblock possessing the well-known Toeplitz form.
tion path, thejth transmit antenna gain respofistie to the To clearly illustrate the effect of multipath, the channel can be
angle of departuré,, is a, ; and theith receive antenna gainwritten as the sum over multipath componénts
response due to angle of arrivék; is ar;(fr;). The lth

propagation path is further characterized by a complex path L ar1(Or)I(N+)
amplitudes; and a path propagation delay This propagation H= Zﬁz
geometry is depicted in Fig. 2. = Lar, M (ORI (N4)
In the context of a digital signaling scheme, the transmitted - Gilag (0701 y -+ ag a1, (07.)IN] )
baseband signal for thgth transmitter element is
where the(N + ) x N Toeplitz pulse shaping matrix is
Z zj(n)g(t — nT)
rgi(0) 0 0 0 - 0 7
where{z;(n)} is the (complex) symbol sequencg}) is the : . - P :
pulse shaping function impulse response, dhid the symbol av) - g0 0 0
period. The pulse shaping function is typically the convolution 0 ag(v) - g0 o0 0
of two separate filters, one at the transmitter and one at the G; = . . . . . . N )
receiver. The optimum receiver filter is a matched filter. In : - - o
practice, the pulse shape is windowed, resulting in a finite 0 0 a) - a0
duration impulse response. The received signal for ithe : :
antenna is then L 0 e 0 0 0 g
_ %zL:ﬁlaT,j(eT,l)aR,i(eR,l) This channel description is illustrated in Fig. 3.

Lemma 1: The number of finite amplitude parallel spatio-
temporal channel dimensioi§ that can be created to commu-
Z’U g(t = nT — 1) + ni(t) nicate over the far field channel described by (1) is bounded

by

j=11=1

wheren;(t) is the additive receiver noise. _
K <min(N-L,(N +v)-Mgr,N - Mr). 4)
IHere, the far field assumption implies that dominant reflectors are suffi-
ciently far from the arrays so that the angles of departure, angles of arrival3|n (2), the inherent assumptions are that each propagation path ampli-
and time delays are constant over the extent of the array aperture. tude 3, and the transmit and receive antenna array respomsegér ;)
2Azimuth plane path propagation angles are considered here. The modeld ar,i(0r,), are frequency invariant over the fractional bandwidth of
can easily be extended to include the effects of elevation angle by simpihe S|gnal While these assumptions are not necessary, they simplify the
adding a second angular coordinate. discussion.
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Fig. 2. Propagation path geometry.

achieving capacity. We then derive the relationship between

the MIMO channel capacity and the capacity of the underlying

SISO, single-input multiple-output (SIMO), and multiple-input
x, &) single-output (MISO) channels for the high signal-to-noise
ratio (SNR} case.

We proceed under three assumptions. The noisk)
is additive white Gaussian (AWGRI) with covariance
aQIMR(NJr,,). Each channel use consists of @& symbol
burst transmission. The total average power radiated from
all antennas and all time samples is constrained to less
than Pr. Some definitions will be be helpful for clarity.
We will compare the capacity behavior of several channel
configurations. All SISO channel antennas comprise a subset
of the antennas that participate in a SIMO (or MISO) channel,
which in turn comprise a subset of the MIMO channel
antennas. The capacity values for each of these channel
configurations are denoted b¢; i, Cwmp1, Cimy,, and
Crg, My, respectively. The singular value decomposition
(SVD) of H = UgAgxV7y, with the nth singular value
denoted byAy ,,. The spatio-temporal covariance matrix for
z(k) is Rz with eigenvalue decompositiotVzA;U% and
Proof: The channel matrix is expressed as the sum @fgenvaluesxzyn.
L component matrices in (2). By inspection, the left matrix Theorem 1: The information capacity for the discrete-time
in the expression has rank bounded by+ v, the middle spatio-temporal communication chanriél) is given by
matrix has rankV, and the right matrix has rank bounded by X« )
N. Each component matrix in the sum can then add at most % Zlog <1+)\z,nl)\H,n| ) bits/transmission
n=1

H, (&)

z (k) ——

H, , &)

[N eNe]
OO0
[N oNe)

H, , &

7, (K) —— x (k)

Mg

H, ,, (k)

Fig. 3. Discrete-time MIMO channel diagram.

rank N. For NL < min((N + v)Mg, NMr), the rank ofH Cnt bz =

is bounded byN L. For NL > min((N + v)Mg, NMy), the (5)

composite matrix is bounded by the full rank condition of

min((NJFV)_'MRv_N'MT)-_ B where \z,, is found from the spatio-temporal water-filling
The two-dimensional spatio-temporal channel has been widl;|tiorf

ten as a compact one-dimensional vector expression with a +

block Toeplitz channel matrix. As we will see, this formulation Ay, = <£ _ o’ ) ©)

will help make the difficult problem of communication in ’" | A n|?

dispersive MIMO channels more tractable.
4SNR is defined here as the mean SNR per SISO channel dimension
averaged over all matrix subchanndfs ; within H, i.e.,
- y y 3 M M. 7
[ll. SPATIO-TEMPORAL CHANNEL CAPACITY SNR = (Pp /NMrMpo?®); S,28 78 SN Ay, ol

. . . . . 5The results can easily be extended to the correlated spatio-temporal inter-
In this section we eXplore the information capacity for thf‘aerence plus noise case with a prewhitening receiver filter matrix approach.

spauo-t_emporal channel dgveloped in the previous section. A‘The function(-)T is equal to the argument if the argument is positive and
theoretical STVC system is then suggested as a means i§ofero if the argument is negative.
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Proof: Given the matrix description we have adopted foFherefore, we can write
the spatio-temporal channel, the capacity proof is a simple LN Polrer |2
e>§ten3|on of the well-known capacity result for SISO channels Crpr —Cri — — Z [log <1 I | Hén| )
with memory [15]. n Pri>Py N = No

Theorem 1 suggests an extension of the temporal vector Pridm 2
- g (1 T Y]

coding proposed by Kasturigt al. [16]. By choosing up ta{
spatio-temporal transmission sequeng@s that are multiples
of the right singular vectors dff, and receiving with up td< . 1 Z[IO A
matched spatio-temporal filter vectors that are the left singular Pr>Py N S 1AM,
vectors ofH, up to K parallel subchannels are constructed. "=l

N
2

N 2
We coin this structure STVC. The STVC parallel channel is —log|Au;, . [T 2 0.
written Repeating the above argument for the MISO channel concludes
the proof. [ |

X(k) =VyHUy Z(k) + N(k) = AgZ(k) + N(k). (7)  The capacity slope of a communication channel is now

o ) defined as the increase in capacity that results from multiplying
We now compare the asymptotic high SNR capacity behay gNR by a constant factor> 1

ior of the wireless channel for various antenna configurations.
To simplify the discussion, we make the assumpgtitmat ACw, mr (1) = Cripo vy (0 SNR) — Chype a1, (SNR).

N > p so that the subchannel count bound (4) is well I o I itiol . both the i d
approximated byK ~ N - min(L, My, Mg). Corollary 2: If multiple ports exist at both the input an

Definition: The full rank assumptioris defined as the caseOUtpUt of the spa_tio-temporal commur_lication chan(),
where equality is achieved in the subchannel count bound.then as the SNR increases, the ca_pacr[y slope for_ the MIMO
Corollary 1: If multiple ports exist at only the input or channel approa_tches a constank 1 times the capacity slope
only the output of the far-field spatio-temporal communicatioff” 1Y underlying SISO, SIMO, or MISO channel. Under the

channel H), then as SNR increases, the capacity improvem .I"HI rank abssumption, the asymptotic capacity slope multiplier
as compared to that of any underlying SISO char(#) ;) IS given by
approaches a constant. For SIMO channels the constant is p — min(L, Mg, Mr). 9)
given by
Thus, the capacity advantage of MIMO channel structures can
1 ) ) grow without bound as SNR increases provided that multipath
Orpa = CL1 = & Y (log [ Apnl® =log A, l?) 20 ig present.
n=1 8 Proof: Following the first steps in the previous proof,
(8) we can easily show

with a similar expression holding for MISO channels. 1 X
Proof: For the SIMO channel, definéf;, as theith Ch.azr — szg(P\H,nF)

SISO subchannel entry iff. From Lemma 1, the rarflf) < T =t

N. Thus, increasing the number of antennas at the output of + 5 log <L
the channel does not increase parallel channel opportunities N Ko?
for transmission. Choosing to transmit ovA; ; is a subset
of the transmission solutions available givéh; therefore, K
Crypi — Ci1 > 0. We define)y,;, as the smallest singular "o
vallfe amplitude in eitheH, ; or H. The water-filling solution ACr v (1) Pr>ry N Log(1)-
(6) uses all available subchannels when the transmit powgr

) + %log(PT)

which leads directly to

an identical manner, we find

exceeds
AC log(n).
No2 N 2 Mai(n) =, log(n)
Pr>—— — _ .
T> [Amin|? nz_:l A |2 Repeating the above for MISO and SISO channels concludes
B the proof. ]
Defining Py = No? /| Amia|?, the asymptotic high SNR water- Corollaries 1 and 2 are somewhat surprising. Multipath is an
filling power distribution for both channels is advantage in far-field MIMO channels. If there is no multipath
(L = 1), then the high SNR capacity advantage of MIMO
Agn — ﬁ communication structures is limited to a constant improvement
" pr>py N in bits as compared to SISO channels. If the multipath is severe

(L > min(Mp, Mr)), the high SNR capacity can essentially
"Note that the equivalent STVC receiver noise vector is still white due f9e multiplied by adding antennas to both sides of the radio link.
thes orthogona“ty .Of the. ”.ght singular vector me.im]?[ i ) This capacity improvement occurs with no penalty in average
This assumption eliminates the mathematical inconvenience of deahngd. d f bandwidth b h b f
with the ratioN +» /N that would otherwise appear in Corollary 1, Corollaryr lated power or frequency bandwidth because the number o

2, and the proofs wheMz > min(L, My). parallel channel dimensions is increased. In contrast, adding
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multiple antennas to only one side of the radio link increasesthonormal singular vectors of the cyclic matricﬁsjj, the
capacity by an additive term as compared to SISO channakswv matrix is
regardless of the number of propagation paths. This is because - .
s ; X : . Irv, - Iy,
the number of parallel dimensions is not increased. This .

. . N . . FMe) frpe(Mr) : :
clearly provides theoretical motivation for optimal space—time : . :
communication structures that can be implemented in practice. I'p 1 Iyymg
In the next section we develop a practical computationally .
efficient approach to spatio-temporal coding that can achiewereI’; ; is the diagonal matrix containing the eigenvalues
the multiplicative capacity advantage. 7vi,5(n) of the cyclic channel submatril; ;. Premultiplication
and post-multiplication by a permutation mat#, and post-
multiplication by a similar permutation matriR, yields the

L ) ] block diagonal matrix
The main disadvantage with the space—time vector coding

IV. DISCRETE MATRIX MULTITONE

solution is the associated computational complexity. The SVD (1)
of an (N + v)Mp x NMy matrix must be computed. Com-  pppMr) ff (M) p, — 0 - 0 (11)
plexity can be reduced by using a coding structure similar to H(N)

the discrete multitone (DMT) solution for the SISO channel
[17]-[19]. This new space—frequency coding structure resuligere
in a matrix of transmission and reception vector solutions for

each discrete Fourier transform (DFT) frequency index. We 71’183 YI’QEg WE’MT((H))

therefore coin the method DMMT. H(n) = T2 2.2 o TRy
For DMMT, N data symbols are again transmitted from : : :

each antenna during each channel usage. However, a cyclic e (M) Anp2(n) o Angng(n)

prefix is added to the beginning of the data sequence so that th
last v data symbols are transmitted from each antenna elemgnjz)? Mg x Mz space-frequency channel evaluated at DFT

before transmitting the full block oV symbols. By receiving n A .
only NV time samples at the output of each antenna element,It IS Instructive to explore_ the natu.re_ of the
ignoring the first and lasts output samples, the DMMT spaqe—frequency channel matrif{(n). Defining the
channel submatricef[iyj € C¥*XN now appear as cyclic receive array response vector gs the column vector
structures. The new block cyclic channel matrix can again 8&: [ar1(0r) -~ armg (O] and the transTmlt
written as the matrix sum in (2) with the Toeplitz pulse shapin?ray response vector ag,; = [az,1(01.) - - azn- (O12)]7
matrices G; replaced by theN x N cyclic pulse shaping It can be verified that

n.

matrices given in (10), shown at the bottom of the page. L
Given the cyclic SISO channel blocks, we can diagonalize the H(n) = Zﬁzgz(ﬂ)a}z,zagﬁz 12)
new channel matrix with a three-step procedure. We first post- =1

multiply H with the NMy x NMy block diagonal inverse

discrete Fourier transform (IDFT) matrix where Gi(n) is the DFT of the sequencgi(n)} evalu-

ated at DFT indexn. Thus, at each frequency index, the

F* DMMT channel is due to a weighted sum ovér rank-1
M) — | g outer products of the frequency-invariant receive and trans-
F mit array response vectors. The weighting is determined by

the frequency-invariant path fading values and the Fourier
where each diagonal block is the unitaty by N IDFT transform of the delayed pulse shaping function. This reveals
matrix F*. The next step is to premultiplyf by a similar a highly structured nature for the space—frequency channel
N Mg by N Mg block diagonal DFT matri¢" =) where the spectrum.
diagonal submatrices” are N by v DFT matrices. With the  Given the SVD of H(n) = Vx(n)Axn(n)U3,(n), the
well-known result [20] that the DFT basis vectors form theiagonal DMMT channel matrixl is finally obtained by

r 0 0 0 g(r) - a2 a) @(0)]
9:(0) 0 0 a») - @2 a()
a(l) @) 0 0 0 v a(2)
G = . : : : (10)
. . . 0
Lo - 0 g - @2 @) @0 0 ]
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Fig. 4. DMMT system diagram.

postmultiplying byUgi”T) and premultiplying byV’;{(MR) continuous-frequency channel capacity given by

Az (W) i (W)

T P
Aﬁ _ V;{(]\lR)PRF(JWR)HF*(JWT)PTU;J[WT) Cy = / Z log <1 + 5 ) dw (14)
Az (1) 7 j=1 g
= 0 0 where)z, (w) is found from the space-frequency water-filling

Ay (N) solution

1 +
Aejlw) = <§ - |AH,j<w>|2> ' 13)

Proof: The DMMT noise sequence is still AWGN since
Ry = V;{(MR) PR FMR)
(PDF MR PRV = 620

Given this, and the parallel independent channel structure of
(13) DMMT, it is clear that

1 L&
Cpymr = ~ Z Z log

n=1j=1

where U%”T) is block diagonal, with each block containing
the right singular matrices of th&{, matrices,Vgi”R) is
block diagonal containing the left singular matrices of Hig
matrices, and each of the diagonal submatritgscontains the
DMMT spatial subchannel amplitudes; , where Ay ;(n) =
Aft (n-Mrs)- 1he parallel channel DMMT equation is then
X(k) = A Z(k)+ N (k)

where Z(k) is the lengthMr N input symbol vectorX' (k) is
the lengthM IV output symbol vector, and/ (k) is the length
MgN equivalent output noise vector. A block diagram archi-
tecture that implements the DMMT space—frequency channel
decomposition is presented in Fig. 4. where
AssumingMr = Mr = M and N > v, the O(N3M?) 1 +
complexity of the vector coding solution computation has been Az j(n) = <§ - m) .
reduced toM independentV point IFFT’s, M independent Tt
N point FFT’s, andV independenf\/ by M SVD's resulting A_s N — oo, the _noise sequence power spectrum remains flat
in a complexity of (M N log N) + O(NM?3) for DMMT. with power densitys2. It is well known that the DFT sequence
The signal processing complexity required at the transmfionverges to the continuous-frequency Fourier transform, so
ter and receiver to diagonalize all space—time subchannBlN—oc{Gi(n)} = Gi(w),® which leads directly to
for each data block has been reduced fréMN2M?2) to
O(MNlogN) + O(NM?).
We now show that STVC and DMMT are both asymptot-
ically optimal. o _ 9Note that G (w) (YT) 2. [Gu((w/T)) — (27n/
Theorem 2:1n the limit as N — oo, the capacity of the T))ed{w/T=@xn/1))7] s the folded frequency spectrum of the continuous-
STVC solution and the DMMT solution both converge to theme continuous-frequency Fourier transfogin. (w) = F(g(t — 71)).

(1+ Az,j<n>|A2H,j<n>|2>

(16)

L
Hw) =Y AiGi(w)ar,at, 17)
=1
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and the channel matrix singular valuky ;(n) becomes wherej is the spatial index and is the DFT frequency index.

A j(w). Therefore, from the standard properties of RiemanThe bit allocation per subchannel is then given by

integration, the summation in (16) converges to the desired \ N (n)2

result for the DMMT structure. bjm = log <1 + %)
For the STVC case, the output noise is again AWGN. With Ty

H written as in (2), it is known [21], [22] that the singular |t js not possible to achieve infinite bit resolution (granu-
value distribution for the Toeplitz matrixs; converges, as |arity) with coset codes. Therefore, the solution in (21) must
N — oo, to the continuous-frequency Fourier transform dhe modified. Several bit loading algorithms exist to resolve
{gi(n)}. Therefore, the STVC space-frequency channel alggs problem. The granularity of possible bit allocations is
converges to (17). This concludes the proof. B determined by the dimensionality of the coset code lattice

In the more general spatially continuous antenna case, $fucture. A two-dimensional symbol [e.g., quadrature ampli-
summation over the discrete antenna indebecomes an tyde modulation (QAM)] in an eight-dimensional lattice has a

(21)

integration over continuous antenna volume ingex bit granularity of 0.25. In our MIMO channel communication
N structures the orthogonal constellation dimensions are the
Az(w, 1) = <§ _ 1 ) (18) complex_plane, space, and frequengy (or tw_ne).
’ [An (w, )|? Referring now to [26], an effective coding method for

& Az (w, )| A (w, 1)]2 parallel channel systems is to “code across subchannels.” In

Co :/ / log <1 + o2 >d¢dw- this technique the power and bit allocation for each subchannel
T (19) is computed as in (20) and (21), and each successive set of

input bits to the trellis encoder corresponds to a different trans-

rﬁlt subchannel. At each branch in the receiver's maximum-

'I_'he_se equations suggest _that an unexplo_ite_d capacity MiKelihood sequence estimator (MLSE) the number of possible
tiplying advantage also exists for many distributed anten%s

S e et members and trellis branches are determined by the
structures commonly used in wireless communication.

number of bits loaded onto the corresponding subchannel.
Using this technique, the maximum latency is approximately
5n+ N +v [27]. The additive factotV + v is associated with

) ] ) o _ the decoding delay to code across transmitted data blocks.
This section provides background on existing codinghis tactor can be eliminated using the so-called “tail biting”

schemes that can be used effectively to distribute ir!formqti?&hnique. If tail biting is used, there is a rate ratio penalty
over parallel space and frequency (or temporal) dimensiogs 5pnroximately N/ + 5 that is associated with always
that exist in STVC and DMMT channels. This discussiogansmitting a known sequence at the end of the block so that
assumes estimation of the MIMO channel by transmittinge \| SE can complete the trellis decision sequence.

a series of training symbollsequences from_ each antennqv,any of the other practical coding techniques developed
element and that the receiver and transmitter share g 4511l subchannel communication systems, not mentioned
information required to decompose the channel if0 pere can also be applied to the STVC and DMMT parallel

parallel subchannels. Estimating the DMMT channels caypchannel structures developed in the previous section.
be accomplished by using well-known SISO channel training

and estimation techniques for each of the channel subblocks
Tjhe trellis codes first reported by Ungerboeck [23] led to the In this section the results of wireless DMMT simulation
general class of coset coding techniques reported by Forr@periments are reported. The first experiment compares the
[24]. The coset selection encoder is typically a convolutiong&Rpacity of an example wireless MIMO channel with the
code with constraint lengthand input to output coding ratio ~ capacity of the underlying SIMO and SISO channel blocks.
The so-called “gap analysis” [25] provides an effective methothe second experiment illustrates how DMMT can increase
for approximating the probability of error performance ofeliable data transmission rates using practical coding schemes.
coset codes. In this technique, a particular coset code with Bpe third experiment illustrates the decrease in MIMO channel
associated lattice structure is characterized by first determing@pacity that occurs if the number of multipath components is
the SNR required to achieve a theoretical capacity equal l&ss than the number of input and output antenna elements.
the desired data rate. The code gap is then the SNR multiplier

required to achieve the target probability of error at the desir&kample 1:

data rate. In a parallel C_hannel communicati_on §ys_tem_ this 9aprpe STVC channel is described by (2). For the DMMT
can .be_ used to determ|.ne the power a_nq bit distributions F'@Fannel, the block Toeplitz matri# is replaced by the block

maximize data rate subject to a probability of error constraintycjic matrix #. All model parameters are generated randomly
With a coding gap ofa, the rate maximizing water-filling from probability distributions that approximate a realistic

V. SPATIO-TEMPORAL CODING

VI. EXPERIMENTAL EXAMPLES

solution for the DMMT channel becomes urban multipath channel. There are ten random multipath
5 + components. The path time delaysare drawn from a uniform
Az, = <§ _ %) (20) distribution with a root-mean-square (rms) delay spread of 2
| A,5(n) ps. The transmission and reception angles; and 6 ; for
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40 R N Rt It e SIMO DMT channels are also computed. The transmitter
EERRES T power penalty associated with transmitting the cyclic préfix
R T amosmie SRRt is accounted for in the DMMT capacity results. Mean channel
NS capacity per symbét as a function of mean SNRper symbol
op N : " is plotted for each of the test cases.

The experimental results are in strong agreement with
Corollaries 1 and 2. For large SNR values, a 3-dB increase in
SNR results is a 4-bit increase in STVC channel capacity while
= the SISO [Fig. 5(a)] and SIMO [Fig. 5(b)] DMT channels only
increase by 1 bit. This capacity slope multiplier corresponds
to the fourfold increase in spatial channel water-filling dimen-
sions associated with four channel inputs and four channel
outputs. At all SNR values the DMMT channel capacity is
significantly higher than the capacity of any of the SISO and
SIMO DMT channels. The STVC channel capacity is slightly
higher than the DMMT channel capacity. The difference is
essentially equal to the transmitted power penalty associated

Sl MIMODMMT: -

N
o
T
I

capacity
n
(=]
T
1

151

‘SISO:DMT (16)

(@) with the cyclic prefix.
40 T T T L S A 5
' T Example 2:
*r Cmmostve /] In the second example the same experimental channels
w0l SHEE \ R described above are used again. The channels were evaluated

 MIMODMMT for achievable data rates using the coding gap= 5 dB)

s L for a well-known eight-dimensional trellis code applied across
space and frequency (time) subchannels. The results of the
second experiment are presented in Table |. The experimental
values for reliable data rate follow the same trends that were
observed in the capacity experiments. The DMMT channel bit
rate is much higher than all of the SIMO and SISO DMT
channels. The high SNR DMMT data rate slope is again 4
bits per 3 dB SNR increase while the SIMO DMT and SISO
DMT channels exhibit a slope of 1 bit per 3 dB increrase.

The experimental SISO multipath channels, with 300 kHz

capacity
N n
(=] o
T T
1 I

-
0
T

SIMODMT (4)
NG

10° 10' 10° 10° 10*  channel spacing, would support data rates ranging from 1.7 to
SR 6.0 b/symbol period, or 0.34 to 1.20 Mb/s, at a mean SNR

(b) of 20 dB. This results in a data transmission efficiency from

Fig. 5. Channel capacity experimental results for= 10. 1.1 to 4.0 b/s/Hz. When combined into a DMMT structure,

these same underlying SISO channels with the same frequency

each path are drawn from uniform distributions centered Bgndwidth and transmitter power will support a data rate
0° with an rms angle spread of 25The path amplitudes of 14.7 b/symbol period, or 2.94 Mb/s, for an efficiency of

[ are generated from a complex Gaussian distribution. TR b/s/Hz. ! . . :

pulse shaping functiop(t) is raised cosine with s symbol It may at first seem impractical to transmit an average of
period® and rolloff factor 0.35. The pulse function durationt® b/symbol due to the limits of practical constellation sizes.
is seven symbol periods and the lag- 1 = 9. Each antenna However, the DMMT data for each DFT bin is spread over
array contains four elements in a linear arrangement with " orthogonal spatial subchannel dimensions. This reduces
interelement spacing of five carrier frequency wavelengtH§l€ Peak number of bits per tone that must be transmitted over

Each element has an omnidirectional radiation pattern. TRBY Single subchannel. With a mean SNR of 20 dB, the peak
number of transmitted symbols per blabkis 64. The receiver €XPerimental data load for any single DMMT space—frequency
noise for each antenna element is complex AWGN. subchannel is 7.2 b. The maximum data load for the best

The capacity of the %4 STVC channel is compared to thePMT SISO subchannel is 6.9 b and the maximum load for
capacity of the 44 DMMT channel in Fig. 5. To provide the best DMT SIMO subchannel is 8.1 b. Thus, even though

a reference for capacity improvement, the capacity values; . . . ) ) .
The requirement to transmit the cyclic prefix results in an equivalent
for all 16 1x1 SISO DMT subchannels are computed. TOMMT transmission power of; - N/(N + v).
provide another comparison, the capacity values for all4 12mean capacity per symbol period is defined here as the total channel
capacity in bits for all parallel channels over the entire block, dividedvby

10This pulse shape is consistent with certain existing personal communicat3Mean SNR per symbol is computed by averaging over all of the squared
tion services (PCS) wireless modulation schemes intended for wireless lodadnnel singular values for all of the 16 SISO DMT channels and then
loop applications. multiplying by the ratioPr /o2 (see footnote 4).
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TABLE |

EXPERIMENTAL ACHIEVABLE DATA RATES AT P, = 106

Experimental Case

R @ SNR=10dB

R @ SNR=20 dB [ R @ SNR=30 dB | R @ SNR=40 dB

Worst 1 by 1 SISO DMT

0.4 bits/symbol

1.7 bits/symbol

4.1 bits/symbol

7.0 bits/symbol

Best 1 by 1 SISO DMT

3.0 bits/symbol

6.0 bits/symbol

9.0 bits/symbol

12.1 bits/symbol

365

Worst 1 by 4 SIMO DMT

2.6 bits/symbol

5.5 bits/symbol

8.6 bits/symbol

11.6 bits/symbol

Best 1 by 4 SIMO DMT

4.1 bits/symbol

7.1 bits/symbol

10.2 bits/symbol

13.3 bits/symbol

4 by 4 DMMT

6.6 bits/symbol

15.2 bits/symbol

27.3 bits/symbol

40.4 bits/symbol

4 by 4 STVC

7.0 bits/symbol

15.8 bits/symbol

28.0 bits/symbol

41.1 bits/symbol

the DMMT coding scheme achieves much higher data ratesao e
in this experimental example, the maximum bit loading per RN SR SRS
tone was essentially the same as the best SISO channel arff & R
less than the best SIMO channel. RS -

30 SRR
: MIMO STVC
Example 3: 25l R

In the third example, a second capacity experiment was
conducted wherein the number of multipath components W%ZO‘
reduced to three, which is less than the four channel inputs
and outputs. All other channel parameters remained unchangedf|
from experiment 1. The results of this experiment are presented1
in Fig. 6. Again, the experimental data supports the theory
on capacity slope. With only three multipath components, the .|
maximum improvement in MIMO parallel space—time channel L SSEEEREES S
count is a factor of three above the SIMO and MISO channels. (.= i ¢ [ 00 fin

@i

© 11 MIMO DMMT

SISO DMT (16} -

The high SNR DMMT capacity slope is now 3 bits for every ' 10' S],SR 10* 10*
3 dB of SNR increase. The SISO and SIMO DMT channels @
maintain an incremental slope of 1 b per 3 dB SNR increase.
40 L S S S04 L S I 5 T T
VII. CONCLUSIONS 35|

A model was developed wherein the difficult two dimen-
sional problem of communicating with dispersive MIMO
channels was collapsed into a one dimensional vector equationz.&
The information capacity for wireless MIMO channels was
then analyzed. An asymptotically optimal STVC communica'fg ook
tion structure was proposed. Multipath can significantly im-S
prove the capacity of MIMO channels. If > min(Mg, Mr), 151
then at high SNR values, the capacity slope in bits per
decibel of power increase increases linearly with the numberio-
of antennas employed at the input and output of the chan-
nel. This capacity multiplying effect does not result from 5
the well studied approach of employing multiple antennas

30 : T
. MIMO STVC

©0 0 MIMODMMT @ @or

© SIMODMT (4) -

only on one side of the channel. An asympototically opti- S0 o o 1w 1o
mal space—frequency MIMO DMMT information transmission SNR
structure was derived. This new approach has a complexity (b)

advantage of approximatell> as compared to STVC. TheFig. 6. Channel capacity experimental results foe= 3.
necessary background was provided to show how to use
adaptive-lattice trellis-coding techniques to code across the

space and frequency dimensions in a DMMT channel. Exar%QnStram radiated interference power at the transmitter. Spatial

ples were provided to demonstrate that the theoretical reSLﬁPéj'ng techniques can also be applied to single frequency

are consistent with observed experimental MIMO channgyPchannel systems with flat fading, conventional analog mul-
behavior. ticarrier transmission channels, or CDMA channels where each

The results presented in this paper can easily be extende§@§€ delay can be decomposed into orthogonal subchannels
channels where the noise is not white but is highly structur@govided that there is subchip multipath. Our basic results can
as in the case of additive cochannel interference. In tHi¢so be applied to a more general class of channels where
case, large cellular network capacity gains result due to ttee antenna array is distributed over large distances and the
ability to null interference at the receiver and the ability tpropagation does not follow far-field behavior. Finally, other
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