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Simplified Processing for High Spectral
Efficiency Wireless Communication
Employing Multi-Element Arrays
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Abstract—We investigate robust wireless communication in sorted at the receiver based on how “good” their channels
high-scattering propagation environments using multi-element are. The substream with the best conditions is detected first;
antenna arrays (MEA's) at both transmit and receive sites. A o contribution is subtracted from the total received vector
simplified, but highly spectrally efficient space—time communi- . - .
cation processing method is presented. The user’s bit stream is signal. The same proc;e_ss IS .repeated _um'l all SL_’bStreams are
mapped to a vector of independently modulated equal bit-rate detected. Then the Orlglnal bit stream is reconstituted. Later,
signal components that are simultaneously transmitted in the we quantify the communication efficiency possible, observing
same band. A detection algorithm similar to multiuser detection that gains offered by increased complexity can sometimes be
is employed to detect the signal components in white Gaussian modest.

noise (WGN). For a large number of antennas, a more efficient Th text of tudv i fi . ¢
architecture can offer no more than about 40% more capacity € context or our study IS & propagation environmen

than the simple architecture presented. A testbed that is now resulting in significant decorrelation of the electromagnetic
being completed operates at 1.9 GHz with up to 16 quadrature field sampled by the receive array elements. This decorrelation

amplitude modulation (QAM) transmitters and 16 receive anten- js exploited to create many parallel subchannels. The number
nas. Under ideal operation at 18 dB signal-to-noise ratio (SNR), of effective subchannels is related to both the degree of

using 12 transmit antennas and 16 receive antennas (even Withd lati d th b f ant Th fi
uncoded communication), the theoretical spectral efficiency is 36 Y€COrrelation and the number of anteénnas. 1he propagation

bit/s/Hz, whereas the Shannon capacity is 71.1 bit/s/Hz. The 36 €nvironment is represented by a matix where the:jth
bits per vector symbol, which corresponds to over 200 billion element is the transfer function from thgh transmitter to

constellation points, assumes a 5% block error rate (BLER) for thejth receiver. As in [1]-[4], we will assume ideal Rayleigh
100 vector symbol bursts. propagation, meaning that the entries of tematrix are
Index Terms—Antenna diversity, multi-element arrays independently distributed complex Gaussian variables. The

(MEA’s), space—time processing, wireless communications. channel, assumed unknown to the transmitter, is learned at
the receiver by measuring the response to a training sequence
I. INTRODUCTION [5]-[6]. Only long-term statistical knowledge of the ensemble

. . . L ) of possible channels is assumed to have been fed back to the
E investigate wireless communication using multig oo e
element antenna arrays (MEA’s) at both the transmit \ye 455ume burst mode digital communication in which the
and receive sites to achieve very high spectral efficiencies ijanne| is static during the burst. We allow that the channel

a high-sc,attering e.-nvironmen't. It has be.en reported [1],_[éﬂ1aracteristic may change from burst to burst. Consequently,
that MEA's along with space-time processing can aggressively,nne| capacity is treated as a random variable. Some key

exploit multipath propagation effects for communication. Wg plications are fixed wireless and wireless LAN's.

present a single link study of communication of a user's signal 1, 5jlitate first implementation, various aspects of the dual
when the bit stream is demultiplexed and the transmitted &grgﬁle MEA system are kept simple. Narrowband operation is
vector components convey distinct bit substreams, one Sy med so that the delay spread can be kept to a small fraction
stream per transmit antenna. The method presented, desi e symbol period, and thus the channel characteristic is

to b? of limited complexity regardlng the spgtlal prOC?Ss'nigominally flat across the frequency band. We also concentrate
required, can demonstrgte robust h_|gh-capa<:|ty operation. initially on an uncoded system. However, for a sufficiently
The three-step detection processing of the user’s Vector §ig5. st the infinite time horizon idealization common in

nal that is received in additive white Gaussian noise (AWGN) ¢4 mation theory provides us with meaningful initial insights

brings together some well-established procedures. There, Sy, \yhat coding would offer for implementations beyond our

zero forcing combining of the received signal components, .ant concern

(the value of this type of combining is already established p teqihility/research testbed implementing the algorithm
for space division multiple access systems). Substreams gsg operate at 1.9 GHz with up to 16 transmit and 16 receive

antennas. We specify the burst length at some target block

Manuscript received December 1, 1998; revised May 1, 1999. error rate (BLER). A block error occurs when a burst contains
The authors are with Lucent Technologies, Bell Labs Innovations, Holmdel .o . .
NJ 07733-0400 USA. at least one bit in error. Along with the number of transmit
Publisher Item Identifier S 0733-8716(99)08267-0. antennasn and receive antennas a key system parameter is
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Fig. 1. High-level view of a vertical BLAST communication link. Assumptions: narrowband operatiom, abnstellations are the same size, and the
transmitter does not know the channel instantiation, but the receiver learns it. Specificationswhen m = 1, p is the average SNR between a
transmit—receive pair), probability [error-free burst], aRgd, the total power transmitted out of alt antennas. The number of transmit antennagnd
the quadrature amplitude modulation (QAM) constellation size are optimized for maximum burst throughput.

the average signal-to-noise ratio (SNR),This is the average the transmitter radiates powét..;, and we denote the
of the SNR’s measured by a probe receive antenna element, as resulting average power at the output of any of the
atest transmit antenna and the probe antenna are independentlyreceiving antennas by,.s.
moved over their respective volumes. (Alternately, assumings Average SNR at each receiver brangh= P, /o?.
that the propagation environment changes substantially from» Burst size:x: the number of vector symbols in one burst.
burst to burst,p could be defined as the SNR seen by a ¢ Matrix channel impulse impulse response: the discrete
single receive antenna averaged over a large number of bursts time response is denoted by the matrix delta function
from a single transmitter.) We definedwith m = n = 1, g(t) with m columns andn rows. So, except fog(0),
but for the ideal Rayleigh environment; can be arbitrary g(t) is the zero matrix. Consistent with the narrowband
in the definition of p so long as the total radiated power  assumption, we usé&/(f) for the (flat matrix) Fourier
is constrained. Consequently, # is increased, there is transform ofg(¢) and writeG suppressing the frequency
proportionately less power per transmit antenna. Theis dependence. It will be convenient to represent the matrix
independent of the number of transmit antennas. channel response in normalized foriait). Specifically,
There is exploding literature on related communication related toG, we have the matri¥{, where the equation
subjects involving spatial processing and/or the related topic of G = (Pavg/Ptot)l/2 - H defines its relationship t@-.
multiuser detection. References [7]-[30] are a relatively small  Therefore,g(t) = (Pavg/Piot)? - h(?).
but wide-ranging sample. * The ideal Rayleigh propagation environment: for this
environment, the nx m entries of the matrixd are
outcomes of independently identically, distributed (i.i.d.)
complex Gaussian variables of unit variance. The sum-
mary information mentioned earlier that is fed back to the
We take a complex baseband view involving a fixed linear transmitter, which is assumed not to kndivrealizations,
matrix channel with AWGN. As indicated, although fixed, the is the number of receive antennasnd the average SNR
channel will often be taken to be random. Time is taken to be p.

discrete. A high-level system view is given in Fig. 1. We need Using* for convolution, the basic vector equation describ-

Il. MATHEMATICAL MODEL FOR
WIRELESS CHANNELS EMPLOYING MEA'’S

to list more notations and some basic assumptions. ing the channel is
* Noise at receiver/(t): complexn-D AWGN with statis-
tically independent components of identical powérat r(t) = g(t) * s(t) + v(t). (1)

each of then receiver branches.

' -ganrséngt%?ezfg?‘tﬁtg:ntl:]r?]tt)ztra(;fﬁ?;]esrn'fit(;cr)]?:tramf‘i toThe two vectors added on the right-hand side are complex
ot €9 meihe | b vectors (2 real dimensions). Using the narrowband

dimension ofs(¢)]. The bandwidth is narrow enough that sumption, we simplify, replacing convolution by product
we can treat the channel frequency characteristic as fla - mpton, Pity. rep 9 yp

and write
over frequency.
» Received signal-(¢): n-D received signal so that at N
each time, there is one complex vector component per () = (g(t)/m?) - 5(t) + v(t)
receive antenna. When there is only one transmit antenna, = (Pavg/(Piot - m))% ~h(t) - s(t) +v(t). 2
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I1l. VERTICAL INSTEAD OF DIAGONAL PROCESSING phase using, say, a burst preamble or midamble. The receiver’s

Reference [1] explains the diagonally layered architecture gfowledge of them n-D vectors comprising thé: matrix
an advanced system [diagonal-Bell Labs layered space—tif{i be used in the processes of interference cancellation,
(D-BLAST)] as opposed to the less complex vertical BLAsTUlling, and compensation. Based on the realizationpf

(V-BLAST) system which is our focus here. Space is th&€ list of ¢ components{g:, g, ..., ¢} are reordered with
m point discrete space defined by the transmit antenna a parenthesized subscript conveying the order in which the
omponents are to be detected. {80, q2),- .-, qm) } iS an

elements. V stands for vertical, referring to our Iayering )
space—time with successive transmitted vector signals—a Sedependent permutation of the components of the vegtor

quence of consecutive vertical columns in space—time. ThE€ compensation step provides the optimum permutation for
diagonally layered architecture of [1] requires encoding tHBiNimizing the probability of error in the large SNR limit.
transmitted symbol information along space—time diagonals.'?ssugmng a reordering, we iteratively form-D vectors
There are communication efficiency advantages to sucht 4 ]76?[ L,...,d™]} called spatial matched filters. These are
diagonally layered architecture. However, advanced codiHged in’m scalar products to project to a scalar sequence
techniques, now a topic of research, are needed in this §gMPrising the decision statistics fdu(), ¢c2), - -, em) }-
proach, and such complications were judged to be best avoidetf {diH, P, ... dl"]} need only be constructed once per
in a first implementation. Moreover, with diagonal layeringoUrst and the same matched filters reused for each vector
some space-time is wasted at the start and end of a bup¥nPol. Fig. 2 shows the processing in the decision process
This boundary waste becomes negligible as the burst lendfh ¢cs) in an (8, 12) example. We next explain the iterative
increases. However, for lengths of initial interest to us, name€cision process for the generak (n) case.

% = 100, the waste would be significant. For the initial

prototype, our limiting of burst length permits us to avoidA. The Interference Cancellation Step

fqr now, difficult channel trgck?ng issues. Finally, W!th & Assume that the receiver has detected the irst ¢ and
diagonal system, the complication of the careful avoidangg,t the; —1 decisions were error free. Then we can cancel the

of catastrophic error propagation is a concern. Therefore, Wgerference from these decided componentg.cfo express
focus here on the vertical algorithm with no coditwye will this, it is useful to writeh in terms of itsm n-D columns so
see that the uncoded vertical architecture often attains a hgffy,;, — [h1 ha ..., hm]. We note that the received signal is

fraction of the bit rates of the diagonal approach.
r=q-hi+q@-ha+q-h3+qm-hm+v. (4)
IV. THE VERTICAL DETECTION PROCESS

Fig. 1 illustrates V-BLAST. We will take thern different
QAM signals to be statistically independent (but otherwisé
identical modulations. Each of the QAM modulated compo-
nents of the vector transmit process conveys a distinct bit
substream. For expositional convenience, we expyé9sas +4q0) - hay + [(J(H—l) “hiivny + i) - hito)

A 1 ) B V. 5
q(t) 2 (Pavg/(Piot - m))* - 5(2) 3) e ) )] (5)

and rewrite (2) in the formr(¢) = h(t) - q(t) + v/(¢). Detection
amounts to estimating the QAM components of the vector
g(t) from the received vector(¢).

From [1], the three key aspects of spatial processing
a received vector signal in detection of any substream: i)
interference nulling: interference from yet to be detected
substreams is projected out; ii) interference canceling: inter- + o Gy - hmy| v (6)
ference from already detected substreams is subtracted out;
and iii) compensation: stronger elements of the received sigmal The Interference Nulling Step and the Use
compensate the weaker elements. (See [4] for a highly compatSpatial Matched Filters

formulation of the detection process analyzed in detail here.) tha interference nullirigstep frees the process of detecting

We suppresgt), writing r, ¢, and v for the n-D vectors gy from interference stemming from the simultaneous
r(t), q(t), and(t) at any fixed timet. We write ~ for the - cmission of Qi+1)s Qi42)r---r ). TO avoid this

matrix ~(0) which we assume is essentially perfectly KNOWkhterference from the as yet undecided components, we

to the receiver: in practice, it is accurately learned in atram"}goject ul) orthogonal to them — i dimensional subspace

1An eight-transmit and 12-receiver antenna V-BLAST system is operatifdanned byh(; 1y, hait2),---, him)- TO express this projec-

at the Cra;/vfortdlgig,BBSe,mé_absd Iggzg/tion in HSIEEJEII,? N2Jl Ibn't i?itialbinldportrt‘ion let i 1)s D(i42) - -+ 5 D) be the orthonormal set of
experiments a an b require , its/symbol in - ) ] .
form of seven eight-QAM streams has already been achieved (as compare}ﬂ%f'&tors obtained from tha(l-i-l)7 h(l+2)v ) h(m) using the

24 bits/symbol theoretically possible in ideal Rayleigh propagation). At about

20% rolloff, 21 bits/symbol amounts to 17 bit/s/Hz. At higher SNR’s (22-35 2In the high SNR asymptote, the advantage of not nulling, but instead

dB) experimental efficiencies of 20—40 bit/s/Hz have been attained. maximizing SNR, plus self-interference, is negligible.

Defining each of then h(; as thath., multiplying g, in
fl)' we rewriter using this reordering

r=laqy hay +ae) he) + a6y ha )

The first square-bracketed sum involves only correctly de-
tected signal components and is subtracted frama manner

similar to decision feedback equalization (DFE). We denote
the resultingn-D vector ul”

ul = g6y - hiny] + [a641) - sy + d612) - Pt
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EXAMPLE: m=12 .n=16

FORMATION OF DECISION STATISTIC FOR qg(t)

Rec. ord.  Vert. stack .
of trans. 4 16-D space . uldl
(12) r STEP 1: Cancel----> ,
? 5 é 3 null o -7 iiterferers (D7) /
(9)
(8) STEP 2: project orthogonal
(7) to interferers’(9)-(12)
(6) /!
(5) J
(4) o yi8i
) e W s .
(2) . 0 SNR 4, STEP 3: Scaled spatial match
(1) origin to form scalar*dgc. tic

< Vi8], i8] > =

Fig. 2. Vector symbol by symbol detection. From thedimensional received signal an optimum stack of interference-free decision statistics fomthe
components of the vector symbglis formed. Anm = 12, n = 16 example is shown.

Gram—Schmidt process. Denoting the result of the projectioector is
by »l1, we write . .
no. vector constellation points

ol =l — (ul? 1 Y6 = [no. 2-D constellation poinfg> susreams. g™ - (Q)

— (62 642y - = (W )1y (7)) Let P, be the probability that a vector symbol has at least
‘ one error. We sum probabilities over thalisjoint events that
Each of then components oful’l is the sum of a known register where the first occurrence of a transmitted vector in
multiple of g¢;, and noise. In so far as processinf/, we error occurs. We get
have the setup of standard maximum ratio combining. So

the decision statistic fog;, is given by a scalar product Prob[Erroneous Block
(vll, Uy with dl’l optimized for detection of afn — (i — 1)]- =P[1+(1-P)+---+(1—-P) "]
fold diversity interference-free signal in vector AWGN. To ~KxP, (10)

recall how such ail’l is obtained, note that the noise power

of <U[i17d[i1> is proportional to the squared nornﬂ[ﬂH?_ We P, is obtained by summing probabilities over the disjoint

can also say that the optimized signal-to-noise ratio §NRevents as to where the first stack level in error occurs. If the
for this decision statistic has the signal power proportional &rors made at various levels were statistically independent,
||dl1||2. To see why, definel’! to denote what the vectaf’ is one could write

in the absence of noise. SNRis optimized whendl’) is any m j=1
multiple of v[. This follows by applying the Cauchy—Schwarz P, = Z {Pb(SNR(j)) x [ ] [1 - P (SNR)] } (11)
inequality to the signal power term in the numerator of $NR j=1 i=1

) o ‘where B,(-) is the well-known function (see e.g., [31]) for
C. The Compensation Step: Optimizing the Order of Detectighe probability of bit error of a two-dimensional (2-D) con-
Next, we discuss the compensation feature. The desirgiéllation as a function of SNR for large SNR. Namely, for
detector minimizes the probability of making a decision errdf-point QAM constellations
in a burst. To minimize this probability, it turns out that we
need to stack the: decision statistics for the: components P} (SNR;j))

to accord with the following criterion: ~ [(K% _ 1)/(}(% logy K] % % /oo(_£2) de,
maximize minimumSNR;,1 < ¢ < m. (8) (a=[(3-SNRy) /(2 (X — 1))] %). (12)

Next, we show that this criterion corresponds to minimizing, (SNR;)) decays exponentially with SNR, implying that
the probability of burst error. in the small noise asymptot®, =~ P,(SNR) where_SNRis

1) Establishing the  Criterion—Maximize ~ Minimumthe minimum of then SNR;;)s in the stack. However, (11) is
[SNR;),1 < 4 < m]. With K points in each planar not strictly correct since decisions made at lower stack levels
constellation, the number of constellation points in eadbias decisions at higher levels so independence is not justified.



FOSCHINI et al: HIGH SPECTRAL EFFICIENCY WIRELESS COMMUNICATION EMPLOYING MEA'S 1845

Substream labels\ 7NRSZ squared norms of interference-free vectors, as a function of subscript (stack level)
—> _
level 12 Z 512 Z g 12 l Lower bounds for each of the 12 S,.
—_—
Sii 1
f sl Ff Su s,=S,, p=7 through I2
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Among all 12 g S | > g S
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level =™ | ¢ s, e S mln{Sp}I’ZI - mln{s”}pzl
STACK BETTER STACK

Fig. 3. Myopic optimization from the bottom level up gives the global max—min. The example depicts how a stack of 12 interference-free decision
statistics can be improved.

Yet P, ~ F,(SNR) is asymptotically correct. The biases ar@ut the genie back in the bottle. This is simply because the
asymptotically inconsequential for (11) as we show. genie acts in a comparatively asymptotically trivial fraction
Scale the constellations, and hence the (optimized) decisiginthe cases where errors are made. So, genie or no genie,
regions, to be the same at each stack level. Then, at each |@redrs of consequence in the small noise asymptote occur at
there is a different AWGN variance(?i), (i = 1,2,...,m). the level of greatest noise variance. These errors occur at the
For a small noise analysis, take thg  to share a positive Same asymptotic ratg;) whether the genie is present or not.
factor ¢ and analyzes — 0. We usep;, to denote the The rate of erroneous blocks is agaip, wherep = P, (SNR),

probability that the noise at the)th level exceeds threshold@"d SO the max-min criterion is established.

(more precisely—translates the decision statistic outside the?) Myoplc_: _Opt|_m|zat|on Equals G'Pba' OptimizatiorBy
optimum planar decision region of a correct decision). myopic optimization, we mean: starting at the bottom stack
First, we examine some simpler hypothetical cases. Tal%%/el and continuing iteratively up to thien)th level, always
m = 1 with independent Bernoulli trials at times — choose that decision statistic among all the options that max-
0,1,2,..., until the event that the noise exceeds threshold"'26S the SNR.for tha2t Ievel.'W|th.my_op|c opt|m|zat.|on, we
occurs. The time until the first threshold is exceeded fieed only considerm®/2 options in filling the totality of

| .
(asymptotically)1/p(1). For blocks of length:, the expected ill T;{;éiﬁ]k lf)viilsﬁsasvt\)/spnoeszd tr?)vaet?hogﬂﬁz %V?;Lé?t'?:bg];l al
time to first erroneous block is/( - p(1y). Equivalently, the - gop ) P 9 y

rate of erroneous blocks is Generalize tom 1 optimum to form the stack in a myopic fashion.
Rtk > Start it at the bottom level (1) and iterate up to legel).

wh(_are at gh‘{'i)th level, suqcessive trials take !olace W_ith nOisﬁold the level (1) competition for the best (highest SNR)

variances;,. However, unlike the case thatultlmatelymterestaeciSion statistic. Say that some substream, ca, itvins.

us, the triafs at the various levels are statistically independtwg will prove that it is optimal to decide first. ’Supp,ose that

of egch_of other. There_ are just gases like the f|rst ON€ \ve do not decide first, instead deciding another substream

running in parallel with different variances for the trials at thﬂrst. Lets ), 1 < i < m denote then SNR’s associated with

m levels. Letp denote the largest of the probabilitiesp(). 5 stacking that hasat the bottom. Now consider the following

The time until the first threshold is exceeded is asymptoticallieration of that stack to produce a new stack. Mowe the

1/p, and again for blocks of length the rate of erroneous potiom level and displace those components up one level from

blocks is« - p, which is also the probability of an erroneous, up to those at the level occupied originally bySo a simple

block. cycling of substreams at the bottom was used to make the new
Next, we consider the interesting case when the lower levelgck. Fig. 3 illustrates the process that we are describing here;

feed decisions to the higher levels for cancellation pUrpos@s.general, for the special case = 12.

and erroneous decisions are passed up the stack levels. LtetS(i), 1 < i < m be the SNR’s of the new stack. We now

is convenient to introduce the artifice of a “genie” that actshow that each of the: upper case SNR’s is bounded below

whenever an error is made at a lower level than the levgy at least one of the lower-case SNR’s. Since substreams

of the greatest noise variance. The genie, while, say, leaviilgovec in the original stack have not changed their level, we

such an error in place at the level at which it occurs, correatan say thas.., = S, for those. For each substream moving

the error only in that the cancellation process is made t® one level in the stacking, we can say that the &vy can

proceed at higher levels without the error. This is nothingnly exceed the original(-) of that substream. This is because

other than the previous case. It is clear that the asymptotie imposed constraint of projecting orthogonakthas been

rate at which erroneous blocks occur is left invariant if weemoved. Certainlys ;) < S(;y sincee won the competition
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Fig. 4. (a) Finding the optimum decision statistic vectti# for each ofm levels:¢ = 1,2,...,m. (b) Search ovem — (i 4+ 1) candidates for the
spatial matched filter vector for the best decision statistic at level

for best at bottom of stack. Nownin[S;,1 < i < m] is V. CAPACITY PERORMANCE FOR
clearly one of then S, and that particular one of th®., is LARGE NUMBERS OF ANTENNAS
bounded below by some lower-cagg . Since we have shown
that eaclS.) is bounded below by some lower-cagg), that

must be true of the minimum of thew S..). That particular
lower-case SNR is greater than or equal to the minimum
all the m lower-case SNR’s. Sanin[SNR;),1 < i < m]

is improved (or remains the same) with the stack change

In the largen asymptote, the Shannon capacity of a vertical
architecture can be compared with a diagonally layered system.
HFre, n refers to the number of antennas available at both
fhe transmitter and receiver. Of course, in referring to the
\%pacity of a V-BLAST system, we are no longer assuming
just made. each transmitter is sending uncoded QAM. Rather, we are

We have shown that myopic optimization at the bottom &ssuming that each transmitter is transmitting block-encoded
the list can only improve the max-min performance of a li§ignals. The Shannon limit refers to the greatest error-free bit
that was not myopically optimized at the bottom. Look at levéfte possible in the limit of long encoded blocks allowing
2 and above, and repeat this process. We see that max-mifodes of unlimited complexity. Although we will work in the
achieved by iteratively myopically optimizing up the stack. framework of ¢, n) systems, we will use only the number of

Fig. 4(a) is a high-level view of the composition of theavailable transmitters: < n that maximize capacity.
spatial matched filters. Fig. 4(b) refines the view of a key block For background, we briefly digress to look at the capacity of
that is noted in 4(a). In terms of employing spatial matcheghe ofm hypothetical subchannels in a Rayleigh environment.
filters for decisions, Fig. 5(a) gives a very high level viewAssume that it is received witm — j + 1-fold receive
and a more refined view of a key block of Fig. 5(a) is showdiversity, (say in detecting the signal in question we had to
in Fig. 5(b). null interference frony — 1 transmitters). Then, the subchannel
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see b) for detail Initialize: { = /

\ hdiid M

Process r to compute optimum Eﬁ

bit decisions for this i-th level bhit_,l o
decisions

R

Y

Increment i

EndD
(@)
r
Read <
¥
Cancel the i -1 interferers already detected | kg kg, - 24
Iu[’] =r-(qu b+t qo hot -+ g, )h{i-LQI Qap 92y, -+ 9i-1) M
v E
Project away from the m - (i-1) o h A M
undetected interferers < (i+lp (142}, *** T(m)
l:["] = Project{ul'l ]I O
R
v - - dlil
Spatial match | < i, diil >|[€ Y
v
Declare constellation point ¢; minimizing  Cp (=12 .K)
[ch - <Vl diil > II
v Bt deisi
7 it decisions
| ¢, corresponding blti‘ —>
J
(b)
Fig. 5. (a) Optimum bit decisions for each of levels:: = 1,2, ..., m. (b) Processing the received vectofor optimum decisions at level

capacity islogs[1 + (S;../m)] where S;,, is chi-squared optimally chosen when there aretransmitters available, is
distributed with2-(n—j+1) degrees of freedom. The expecte(bD -
value of S, is p - (n — j + 1). To explore the largen limit,

assume thatrn andj are fractions ofn (say thatm = « - n max(1/n) ZlogQ[l + (p/m)(n — j + 1)] bit/s/Hz/dim
andj = z - m), which is also getting large. It is easy to show j=1
that lim,,, .o Sjm/(n — j + 1) = p (= means convergence (m large). (13)

in distribution). Therefore, the capacities of the c:orrespondirll_%tting m = «-n, we take the limit as: goes to infinity
sequence of subchannelss,[1 + (S;m/m)] = logs[l +p - and rewrite (13) as an integral to express the capacity in terms
(a=' —x)]. Next, for the asymptotic behaviors of diagonabf maximization over the sef0 < o < 1}. Partition the
and vertical detectors, we will use this same type of approadhterval [0, 1] intorn equal subintervals each of siz¢m. A

for largem capacity limits, we will be representing all receiveliscretization of the function on thejth partition is;j/m, so
SNR'’s by their mean, dropping the random contributions {f€ above sum tends to the following integral which can be
capacity which go to zero in the limit. The most difficulte@sily evaluated in closed form

case to establish rigorously will be the limiting SNR for a 1 . ) )
V-BLAST detector with nulling, cancellation, and reordering.? ~ (0enXy {O‘/O [1+p(a " —2)] dx} bit/s/Hz/dim

The Appendix gives a detailed treatment for this case as well as (14)

the simpler cases of nulling only and nulling plus cancellation. ) i i , i
The diagonal asymptotic capacity analysis is similar tg For the vertical architecture, the capacity per dimension
IS much the same as for the diagonal, except that it is the

that |.n [2_]' where the capacity is obta|.ned by summmg tnﬁorst of all thewm transmitted blocks that limits capacity.
contributions from each of the: transmitters. According t0 Tis is because in the vertical case. we impose that all

a basic premise of the vertical architecture, we optimize thgnsmitters transmit at the same rate. Moreoveryablocks
number of transmitters used. The diagonal capacity in bitisust be correctly received for a transmission to be considered
per available dimension, when usimg transmitters withm  successful. Drawing on the Appendix, for all three forms of
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Fig. 6. Contrast of the Shannon capacities of D-BLAST with V-BLAST versus average received SNR. Results are for the asymptote of a large
number of antennas.

vertical processing, we get the following smaller largdimit does not serve to improve capacities in the langasymp-

for capacity in place of (14) tote over the weakest form of vertical processing. Indeed,
with increasingn, ultimately the relative advantage of doing
Cy ~ ohax {a-logy [1+p- (™! = 1)]} bit/s/Hz/dim  more than just nulling when expressing capacity in terms of
15 bit/s/Hz/dim becomes more and more incremental. However,
(15) next in examples of bit rates for a (16, 16) context, we will see
Ei . . tth_at V-BLAST indeed offers interesting bit rates, and ordering
g. 6 shows the capacity advantage of diagonal over verli . o . : .

and cancellation can be quite important for improving bit-rates

cal growing with SNR. Fig. 7 plots the fraction of D-BLAST _ . . .
capacity attained by V-BLAST versus SNR as well as thf(g’)r n = 16 over what could be attained with nulling alone.

fraction of available antennas used in both cases. It is clear
from (14) and (15) that the optimal for D-BLAST exceeds VI. IDEAL PERFORMANCE EXAMPLES

that of V_B.LAST' a_nd th'.s is borne ou_t n F'g'.7' For 18 (.jB' Since we plan to demonstrate extraordinary efficiency, we
Cp = 4.7 bit/s/Hz/dim whileCy = 3.3 bit/s/Hz/dim so thg di- probe into what it is theoretically possible for the largest
agonal system has an adva_ntage of abqut 40%. From Fig. 7, ber of receive antennas accommodated in the experiment.
see that in this case, the diagonal architecture uses about Bcifically, we take, = 16, and we will chosen to optimize
of the available channels while the vertical uses about 720/‘fhroughput ’(denoten ). \;Ve present examples for an ideal
~ Straightforward asymptotic analysis of the extreprteshav- Rayleigh propagatio;pbeginning with= 10 (18 dB) and
lors of (;4). a}nd (15) epables us to conclude thap #snds to requiring that 95% of the bursts be error free. We will see what
zero or infinity the ratioCy/C tends to one. Although for "o\ chieve with 100 vector symbol bursts and no coding.
large p, the difference’’, — Cy slowly grows without bound, \ye o cayl from [2] that the Shannon capacity for (16,16) is
the capacity versup curves ofCp and Cy have the same .5 g bit/s/Hz, while the capacity of a diagonal system is 71.1
asymptotic slope.. Namely, W't.h every 3 dB-SNR INCreAse, Wiys/Hz. Those two communication efficiencies assume the
add one more b|t/s/H;/d|m. Like the correqundlng diagon its of infinite block size and coding complexity. Following
case, the total' capaC|ty. of all subchannels n a V'BLAS%e first set of examples, we will briefly discuss some results
system grows linearly with the number of available antenn@s. ' _ < 4 and 2
(until the region available for antennas is saturated). T '

The asymptotic results hint that vertical, although deficient o )
to diagonal, can provide some interesting capacities.As A+ OPtimizing Throughput in ther(, 16) Context
gets large, the asymptotic “hardening” of the received SNR’s The computer optimization involved iteratively exploring
seems to imply that the optimal ordering form of V-BLASTm = 1,2,3,...,16, and in each case, we used as many bits per



FOSCHINI et al: HIGH SPECTRAL EFFICIENCY WIRELESS COMMUNICATION EMPLOYING MEA'S 1849

constellation as we could, until the point where if we used oramtennas over transmit antennas. The excess is essential in the
more bit, we would violate the 5% outage constraMbnte vertical case for improving the low side of the capacity tail in
Carlo-generated! realizations were used to get therequired order to efficiently meet demanding BLER requirements.
SNR’s. Starting withm = 1, we could support’ = 128 If SNR is increased, one adds to the throughputs for 18 dB
point constellations or equivalently 7 bit/s/Hz. Far= 2, we the amountn.,, x (number of 3 dB increments). If SNR is
could support a 32-point planar constellation or 5 bit/s/Hz. Folecreased, one subtracts the same amount from the 18 dB rates.
16—point constellations or 4 bit/s/Hz, we found that we coul@his scaling follows from the fact that capacity in bit/s/Hz for
get to seven substreams. For 3 bit/s/Hz, we could supportd&ch transmit antenna lsg,[1 + SNR], where $IR is the
substreams, and that was the maximum higher dimensiong@himum of them.,. SNR’s. As a rough approximation, for
constellation, namelyg8!? = 68719476736 points, or 36 QAM systems, the same scaling applies to the three uncoded
bit/s/Hz. Due do the extraordinary sensitivity expected froM-BLAST bit rates, but to be precise, one must account for
various practical impairments (later we give examples), sutte altered number of bits in a block in quantifying the bit rate

a superabundant constellation would not make a meaningattainable at a specified BLER.

ideal for a (1, 16) system, no matter how high the SNR. If The highly idealized results fot = 16 portend enormous

we look to go to still higherm values (lowerK values), bit rates. Beside AWGN, the only “impairment” is the in-
the efficiency decreased: with quatenary phase shift keyiteysubstream interference. In practice, other real-world effects
(QPSK), we obtained 28 bit/s/Hz, while for binary phase shiftome into play, e.g., even assuming narrowband, i.e., that the
keying (BPSK), we obtained 16 bit/s/Hz. We conclude thatymbol period is large relative to the delay spread, and some

Mopy = 12. level of ISl is unavoidable due to the departure of the transmit
and receive filters from their ideal Nyquist-equivalent transfer
B. A Range of Optimally Designed Systems functions. This ISI must be mitigated. In practice, these filters

. . . . have nonzero excess bandwidth, which must be figured into
Table | includes the optimal results just discussed alon oo - -
o - tHe communications efficiency. (In the initial prototype, 24.3
with similarly optimized results at 18 dB SNR fer = 8,4, . . ; - ; :
kilobaud in 30 kHz is used.) Timing error, phase noise, carrier

and2 for BLER = .95 and.99. The table shows what Canfrequency offset, and DC offset are other impairments that

be obtained with uncoded communication for the three casges . . .
Will degrade performance in practice. Also, in real deployment

of nulllng only, nulling p_Ius cancellat|oq, and nulling plusscenarios, there is bound to be channel reuse and therefore
cancellation plus reordering. At 18 dB, it turns out that the
Interference from other users of the same band.

uncoded maximum throughput systems for which more thanWe have also assumed that the chanflis perfectly

one transmitter is optimal are all re_aliz_ed with mu_ItipIe eightIZnown at the receiver and is fixed during the burst and that
QAM substreams. The only exception is the 10 bit/s/Hz ent{ e parametep is meaningful over an indefinitely large time

for n = 8, which is realized as five QPSK signals. The . C ap L
: . orizon. Even in “fixed” wireless applications, the channel

parenthesized entries for the= 4 andn = 2 cases represent_ . . . S
will only be imperfectly estimated and will incur some change

degenerate cases where= 1 is optimal; that is, the optimal . . . ?
. . . : . ) during the burst. Also, the Rayleigh propagation assumption
design was simply a single transmitter solution witffold : . X :
may not be met in practice, and correlation of tHematrix

receive diversity. The degeneracy relates to the fact that tgﬁtries can cause significant degradation
V-BLAST features of nulling, cancellation, and ordering are '
meaningless whem = 1.

The table also show§, and Cp, which are the Shan- VII. CONCLUSION

non capacities for vertical and for diagonal architectures, ] ) ] ) )
respectively, in units of bit/s/Hz (not bit/s/Hz/dim). For these The flexible simple vertical archecture eases implementation

capacities, BLER can be interpreted Bsobloutagé. It is of an experimental system using MEA's at both transmit and
apparent for the uncoded cases that for the largemlues receive sites to greatly increase communications efficiency.

there can be considerable advantage to doing full verticdl® detection algorithm blended nulling, cancellation, and
processing including nulling, cancellation, and reordering®MPensation in the processing of an uncoded vector signal to

Uncoded V-BLAST makes sense as an approach to quiclﬂﬂ/ake symbol decisions. The compensation involved succes-
exhibiting extraordinary throughputs for largervalues like SIVely myopically removing the transmitted signal component

n = 16. However, as expected, we pay for using uncoddifving the best SNR at each stage. This avoided the “curse of

communication, and there can be significant value in usifynensionality” in regard to the spatial dimensions. Despite

some form of coding in the future. We also observe that tfig€ Myopic nature of the algorithm, it was globally optimum.

more difficult to implement diagonal system exhibits capacities 1 N¢ vertical Shannon capacity was seen to grow linearly

noticeably superior to coded vertical capacities especially f4fth the number of antennas and to give an interesting fraction

then = 2 andn = 4 systems. This is because for the lowef~-72 or more depending on the SNR) of the capacity of

n values, there is little room for an excess number of receilfs® more complex diagonal architecture. For large SNR, the
vertical architecture had the following scaling property: if
IwhenK > 2 and is not a perfect square, we used a regular constellation,;, transmit antennas are used, then for each 3 dB coding

with good minimum distance, e.g., for an eight-point constellation, we usec%@in the benefit is roughly an additional,,; bit/s/Hz.
square with four equilateral triangles attached to the four sides and pointi gI ' . f idealized Rav P h-lik .
outward. The vertices of the square, along with the four triangle vertices that n computations for an idealize ayleigh-like propagation

oppose each of the four sides of the square, made up the constellation. scenario for 16 receive antennas, the detector was seen to offer
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Fig. 7. Fraction of D-BLAST capacity attainable with coded V-BLAST and fraction of number of transmitters used by D-BLAST and Coded V-BLAST
as a function of average received SNR. Results are for the asymptote of a large number of antennas.

TABLE |
MAxiMUM THROUGHPUTS IN BIT/s/Hz FOR AN SNR oF 18 pB

OPTIMIZED FORn = 16 OPTIMIZED FORn =8
BLER null +cancel +reord &y Cp null +cancel +reord Cy Cp
.05 24 27 36 58 T1.1 10 12 15 251 33
.01 18 24 30 55 69.1 9 9 12 229 32
OPTIMIZED FORn =4 OPTIMIZED FORn = 2
BLER null +cancel +reord Cy Cp null +cancel +reord Cy Cp
05 (4) 6 6 10 151 (3) (3) (3)  (47) 6.6
01 (4) (4) (4) 89 135 (2) (2) (2)  (3.4) 5.0
extraordinary communications efficiency. The theoretical effi- APPENDIX
ciency of 36 bit/s/Hz at an SNR of 18 dB will be reduced due LARGE ANTENNA COUNT ASYMPTOTIC SNR’s

to _pr_actical impai_rments. Future experim_ents will quan'Fify this |n each of three detection categories, we quantify the worst
efficiency reduction beyond the reduction of approximatelyatection performance of the received signals as: — oc.

20% expected due to filter rolloff. , Both m andn — oc in such a way thatn = « -n wherex is
Note that an #,n) vertical system has a multiuser defjyeq () < o < 1). We account for the dependence among the
tection (MUD) analog. The idealized MUD counterpart hagngr's, which given our Rayleigh assumption, are represented

m geographically dispersed single antenna users. Atithe,g squared lengths of correlated Gaussian random vectors. We
element receive array, the users are received as precisely riio — for convergence in distribution

bit synched, precisely the same carrier and with precise power

control. Under these special conditions, our results apply to the

counterpart MUD system. The diagonal architecture does bt Nulling Detection Category

compare with this MUD system since the colocation assump-For each ofm received signal components, there ane

tion of D-BLAST allows coding across transmit antennas arguared lengths that are distributed as chi-squared variates
that is impractical for thern transmitters in the MUD case. jith 2-(n—m+1) degrees of freedom. Imparting an arbitrary
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order on these squared lengths and ugirfgr an index, we
denote them by{S,,,,5 = 1,2,...,m}. We will now show
that min;{S;,,/m} = p - (a=! — 1). The proof will use

1851

gives the globally maximum minimum. We conclude that the
candidateq S, }.»>0 must provide exactly the same limit in
the sense of distribution.that is

the centered random variables,,, = S;,, — E{S,..} in an y . Sim y Sim .
application of the central limit theorem. With> 0 given, we e S T T e T T (a 1.
first employ a union bound
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